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ORNL “X-10” History
1st Graphite Plutonium Reactor => PNL



 
 

ORNL: DOEʼs #1 Energy & Science Lab, #1 Materials
•	

 4K employees + 3K guest researchers
•	

 #1 Science Supercomputers: DOE+NSF  
•  $1.3B+ SNS



 
 

See YouTube Video at: 
 http://www.youtube.com/watch?v=N7gqaHwSxcg

http://www.youtube.com/watch?v=N7gqaHwSxcg
http://www.youtube.com/watch?v=N7gqaHwSxcg
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HPC in the age of massively parallel processing 
(MPP) architectures: what does this really mean?

1989 1998 2008 2018

1.5 Gigaflop/s
Cray YMP
0.8 101 processors

1.02 Teraflop/s
Cray T3D

1.5 103 processors

1.35 Petaflop/s
Cray XT5
1.5 105 processor cores

~1 Exaflop/s 
~107 processing units

Evolution of the fastest sustained performance
in real simulations

         HPC Speedup: 1000X per decade

1 Exaflop = 1,000 Petaflops = 1,000,000 Teraflops = 1,000,000,000 Gigaflops = 1,000,000,000,000 Mflops

(Storaasli - NASA)

(Shultness - ORNL)

(ORNL)

(?)
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2.3 PetaFLOPS
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Cray XT5 portion of Jaguar @ NCCS

Peak: 1.382 TF/s
Quad-Core AMD 
Freq.: 2.3 GHz
150,176 cores
Memory: 300 TB
For more details, go to 
www.nccs.gov

Text
Text

2.3 PetaFLOPS
6-core AMD
224,256 cores
2.3 GHz
200 cabinets
362TB memory
Details: nccs.gov



 
 Storaasli - Sept 2009



 
 Storaasli - Sept 2009

Oak Ridge National Laboratory to get 3rd supercomputer
Machine part of $215M research deal with NOAA

By Frank Munger

Thursday, September 24, 2009

OAK RIDGE - As part of its new five-year, $215 million climate research agreement with the National Oceanic 
and Atmospheric Administration, Oak Ridge National Laboratory will be acquiring yet another supercomputer.

The procurement process for the new machine is in the works, and, by this time next year, ORNL should have 
three computers capable of at least one petaflops (1,000 trillion calculations per second), according to Jeff 
Nichols, ORNL's interim computing chief.

"It'll be in the same class as Jaguar and Kraken," Nichols said, referring to the two Cray XT5 systems 
already housed in the lab's National Center for Computational Sciences.
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2300
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www.sc.doe.gov/ascr/incite

http://www.sc.doe.gov/ascr/incite
http://www.sc.doe.gov/ascr/incite
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T. A. Maier

P. R. C. Kent

T. C. Schulthess 

G. Alvarez

M. S. Summers

E. F. D’Azevedo

J. S. Meredith

M. Eisenbach

D. E.  Maxwell

J. M. Larkin

J. Levesque

New algorithm to enable 
1+ PFlop/s sustained performance 
in simulations of disorder effects 
in high-Tc superconductors

Physics

Software

Comp. mathematics

Computer Science

Computer Center

Hardware vendor

Models,

Methods,

& Implementation

Map to Hardware

Operations

System design
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Superconductivity: a state of matter with zero 
                                  electrical resistivity

Heike Kamerlingh Onnes (1853-1926)
Superconductor repels magnetic field
Meissner and Ochsenfeld, Berlin 1933

Discovery 1911

Microscopic Theory for Superconductivity 1957

BCS Theory generally accepted in the early 1970s Courtesy of Thomas Schulthess
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Sustained performance of DCA++ on Cray XT5

51.9% efficiency

Weak scaling with number disorder configurations, each running on 128 Markov chains on 
128 cores (16 nodes) - 16 site cluster and 150 time slides

Slide Courtesy of Thomas Schulthess
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Solution: Accelerators



Background: FPGAs & GPUs

Solution: Accelerators



Background: FPGAs & GPUs
Focus: Algorithms => Applications

Solution: Accelerators



Goal: Speed Supercomputers with FPGAs

Background: FPGAs & GPUs
Focus: Algorithms => Applications

Solution: Accelerators



 
 

Future Supercomputer Technologies



 
 

Commodity: 2n multi => many core

Special: El Dorado, Cyclops, PiM

Future Supercomputer Technologies



 
 

Commodity: 2n multi => many core

Special: El Dorado, Cyclops, PiM

Future Supercomputer Technologies

Accelerators



 
 

• FPGA: DSP => HPEC => HPC  <==
• Cell: Sony, Toshiba, IBM
• GPUs: => µP
• Array:                      “niche”

Commodity: 2n multi => many core

Special: El Dorado, Cyclops, PiM

Future Supercomputer Technologies

Accelerators



   Storaasli MRSC08

What’s an FPGA?   Your “custom chip”
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What’s an FPGA?   Your “custom chip”

Xilinx Virtex4 FPGA:
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FPGA Logic slice
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FPGA Logic slice

What’s an FPGA?   Your “custom chip”

• Logic array: user-tailored to application
• On-chip RAM, multipliers & PowerPCs
• Gigabit transceivers/DSP blocks => FastIO/precision
• 100–1000 operations/clock cycle

 89K slices (miniCPUs)Xilinx Virtex4 FPGA:
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Why FPGAs? 

High clock rate is a cost, not a benefit; 
it drives up costs of everything else...
-- eWeek



   Storaasli MRSC08

Why FPGAs? 
• Performance: optimal silicon use 

(maximize parallel ops/cycle)
• Rapid growth: Cells, Speed, I/O 
• Power: 1/10th CPUs
• Flexible: tailor to application
• Advances: Telecom spinoff

High clock rate is a cost, not a benefit; 
it drives up costs of everything else...
-- eWeek
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Exploring programming options

Viva: Graphical Icons—3-dimensional
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Exploring programming options

Viva: Graphical Icons—3-dimensional

Gauss matrix solver
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Exploring programming options

Viva: Graphical Icons—3-dimensional MitrionC: Text/flow—1-dimensional

Compiler, simulator, 
and debuggerGauss matrix solver
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Exploring programming options

Viva: Graphical Icons—3-dimensional MitrionC: Text/flow—1-dimensional

Compiler, simulator, 
and debuggerGauss matrix solver

+ Carte/SRC, CHiMPS-VHDL/Xilinx ,



Applications



Applications

• Genomics
• Matrix Equation Solution
• Molecular Dynamics, Weather/Climate
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Cray XD1

ORNL FPGA hardware/tools
• SRC-6 (Carte), Digilent (Viva, VHDL), Nallatech (Viva)

• Cray XD1 (MitrionC, VHDL): 
6 FPGAs + 144 Opterons

• SGI RASC-Altix/Virtex4s (MitrionC)

• CHiMPS (Bee2 => Cray XD1 => DRC => XT4)
(Xilinx early access)

RASCsgi
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100x Genomics Speedup/FPGA 
for up to 150 FPGAs
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• FASTA (University of Virginia) application
" http://fasta.bioch.virginia.edu

• Uses search34 code & Cray SWA core
     
• Human Genome Data: 4GB compressed
   3685 searches (MPI on ORNL Cray XD1)

Openfpga.org Smith-Waterman Benchmark

http://fasta.bioch.virginia.edu
http://fasta.bioch.virginia.edu


 
 

Search34 Computation Profile

98.61% is FLOCAL_ALIGN  => VHDL kernel



 
 

Overall AlgorithmParallel Score Calculation

Smith-Waterman

Genome Data
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100x* DNA Sequence Speedup
 Bacillus anthracis Human DNA comparison

*Virtex-4 FPGA vs 2.2 GHz Opteron on Cray XD1
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8k w/align 16k w/align 8k w/o align 16k w/o align

Genome Sequence

FPGA
Speedup

8 hrs => 5 min
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100x* DNA Sequence Speedup
 Bacillus anthracis Human DNA comparison

*Virtex-4 FPGA vs 2.2 GHz Opteron on Cray XD1
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FPGA
Jobs

FP
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DNA Sequencing* Time on 150 FPGAs
*Human-Mouse DNA Compare (FASTA)

Ssearch Time for 150 FPGAs (days)

“Non-dedicated” FPGAs Dedicated 



!! DNA Characters:  Human = 155 million,  Mouse = 165 million!

Total Compares = 155M x 165M x 1062 x 2 !
          = 51x1015  Cell Updates 

!!Sequential FPGA ==> 138 days (11,923,200 secs) ==> 4.3 TCUPS   

! ! ! ! ! !(51x1015/11,923,200 Tera CUPS)  

!!Parallel (actual) ==> 12.9 days (1,114,560 secs) ==> 46 TCUPS 

!! Parallel (dedicated) ==> 1 day (86,400 secs)  ==> 605 TCUPS    

DNA Sequencing: Speed* on 150 FPGAs 

*State-of-the-art:  Giga Cell Updates Per Second (GCUPS) !
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1 Opteron ==> 20 years (240 mos)

1 FPGA ==> 5 months

150 Opterons ==> 6 weeks

150 FPGAs ==> 1 day ==> 49X speedup (VirtexII)

                   ==> 7,350X faster than 1 Opteron (VirtexIIs) 

               ==> 14,700X faster than 1 Opteron (Virtex4s)  

*Compared to one 2.2 GHz Opteron

Speedup on 150 FPGAs*
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37x* LU Decomposition FPGA Speedup 
10x for Matrix Equation Solver
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37x* LU Decomposition FPGA Speedup 
10x for Matrix Equation Solver

*Virtex-II vs 2.2 GHz Opteron

Benefits:
High performance of LP arithmetic
High precision accuracy
Speedup increases with matrix size
     (LU dominates calculations)
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37x* LU Decomposition FPGA Speedup 
10x for Matrix Equation Solver

*Virtex-II vs 2.2 GHz Opteron

First mixed-precision LU & solver for FPGAs

Benefits:
High performance of LP arithmetic
High precision accuracy
Speedup increases with matrix size
     (LU dominates calculations)
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Ported Weather-Climate code Spectral
 Transform Shallow Water Model (STSWM) to FPGAs
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Ported Weather-Climate code Spectral
 Transform Shallow Water Model (STSWM) to FPGAs

HLL compiler
CHiMPS, Mitrion
(FPGA Tools Inside) FPGA

speedup

Profile-Develop 
HLL
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Ported Weather-Climate code Spectral
 Transform Shallow Water Model (STSWM) to FPGAs

HLL compiler
CHiMPS, Mitrion
(FPGA Tools Inside) FPGA

speedup

Profile-Develop 
HLL

Profile
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Ported Weather-Climate code Spectral
 Transform Shallow Water Model (STSWM) to FPGAs

Find parallelism: 80% FFTs

FTRNDE

FTRNPE

FTTdd

UV FFT

SHTRNS FFT

COMP1

STEP

FTRNEX FTRNVX

8 calls in parallel

3 functions 
in parallel

2 calls in parallel

HLL compiler
CHiMPS, Mitrion
(FPGA Tools Inside) FPGA

speedup

Profile-Develop 
HLL

Profile
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More GF/$ GF/Watt

Goal

Model 5-10X faster

Ported Weather-Climate code Spectral
 Transform Shallow Water Model (STSWM) to FPGAs

Find parallelism: 80% FFTs

FTRNDE

FTRNPE

FTTdd

UV FFT

SHTRNS FFT

COMP1

STEP

FTRNEX FTRNVX

8 calls in parallel

3 functions 
in parallel

2 calls in parallel

HLL compiler
CHiMPS, Mitrion
(FPGA Tools Inside) FPGA

speedup

Profile-Develop 
HLL

Profile
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 Summary 

• ORNL HPC & FPGA research: 

Acknowledgment: This U.S Government work (public domain) was supported by the Office of Science, U. S.
Department of Energy Contract DE-AC05-00OR22725. The authors also thank the US Naval Research Lab. for
access to the 150 FPGA Cray XD.
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access to the 150 FPGA Cray XD.

 - ORNL Tops in Supercomputing for Science
       (3 PetaFLOP supercomputers - planning ExaFLOP)
 - GPUs & FPGAs growth in HPC
   - Partners: Cray, Xilinx, UT, NRL, NVidia, SGI, Convey
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 - Speedup: 10X Eqn Soln, 100X/FPGA DNA Sequencing
   - Scalable: to 150 FPGAs (Genomics)
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 - GPUs & FPGAs growth in HPC
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• ORNL hiring

 - Speedup: 10X Eqn Soln, 100X/FPGA DNA Sequencing
   - Scalable: to 150 FPGAs (Genomics)

 - ORNL Tops in Supercomputing for Science
       (3 PetaFLOP supercomputers - planning ExaFLOP)
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Contact

Olaf O. Storaasli
Future Technologies Group
Google Olaf ORNL

Storaasli SIAM08

THANK YOU


