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ORNL “X-10” History
1st Graphite Plutonium Reactor => PNL



 

ORNL: US #1 Energy & Science Lab, #1 Materials
•	 4K + 3K guest researchers
•	 #1 HPC +NSF +NOAA  

•  $1.3B/yr
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         HPC Speedup: 1000X per decade


1 Exaflop = 1,000 Petaflops = 1,000,000 Teraflops = 1,000,000,000 Gigaflops = 1,000,000,000,000 Mflops

(Storaasli - NASA)

(Shultness - ORNL)

(ORNL)

(?)



World’s	500	Fastest	Computers 
www.top500.org

• Linpack*	benchmark:		Ax=b		(dense	matrix	A)


					


																																																			*Try	App	yourself	(iPad,	Mac	etc.)


• Updated:	June@ISC	&	Nov@SC
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HPC	Performance	–	20	Years
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Text

2.3 PetaFLOPS

6-core AMD

224,256 cores

2.3 GHz

200 cabinets

362TB memory

Details: 
nccs.gov



 

Enabling Breakthrough Science
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PERFORMANCE SPECS:

•Peak: 27.1 PF/s: 24.5 GPU + 2.6 CPU

18,688 Compute Nodes x 161GF:


• 16-Core AMD Opteron CPU

• NVIDIA Tesla “K20x” GPU

• Memory: 32GB CPU + 6 GB GPU


•710 TB total system memory

•512 Service & I/O nodes

•200 Cabinets

•Cray Gemini 3D Torus Interconnect

•8.9 MW peak power

Present:	ORNL’s	Titan	Hybrid	(Cray	XK7) 
AMD	Opteron	+	NVIDIA	Tesla

404	m2



Phase	1:	Jaguar	Upgrade	=>	Titan
XK5	=>	XT7	nodes,	new	fans,	power	supplies	+	3.3MW	Transformer

Reused Jaguar parts:

•Cabinets

•Backplanes

•RAS System

•File System

•Interconnect cables

•Liquid Cooling System


Upgrade saved 
$25M over new 
system cost!

Replacing board 100 Shipping Crates Adding Power Supplies

Electric

 Switchboard

New Fans



Phase	2:	Jaguar	Upgrade	=>	Titan
• NVIDIA	K20x	GPU	=>	18,688	compute	nodes

New K20x GPUs
GPU on Compute Board



GPU:	Hyper-Parallel,	Efficient	&	low	power
										Tesla	K20x

• 14	Streaming	
Multiprocessors


• 2,688	CUDA	cores

• 1.31	TFLOP/s	peak	(DP)

• 6	GB	GDDR5	memory

• HPL:	2.0	GF/w	(full	system)



UPS:	highly-efficient	Flywheel

Variable	Speed	Chillers	save	energy

Liquid	Cooling	1,000x	more	efficient	than	air

13,800v	into	building	reduces	transmission	loss

Titan	Power	&	Cooling: 
Designed	for	Efficiency

Vapor	barriers	&	positive	air	pressure	
remove	humidity

=> ORNL	one	of	the	world’s	most	efficient	
data	centers:	PUE=1.25	

480v	to	computers	saved	$1M	in	
installation	&	reduces	losses	



Hybrid	Programming	Model
• Jaguar’s	299,008	cores:	at	limit	of	MPI	scaling

				=>	Hierarchical	Parallelism	needed	for	Titan


• Distributed	memory:		MPI,	SHMEM,	PGAS

Node	Local:		OpenMP,	Pthreads,	local	MPI	

In	threads:		GPU	Vector	constructs,	libraries,	OpenACC


• Same	constructs	needed	on	all	multi-PFLOPS	computers	
to	scale	to	full	system	size!



How	to	program	nodes?
• Compilers


– OpenACC:	users	add	//	directives	to	source	code	=>	//	
code	created	for	system:	GPU,	MIC,	vector	SIMD	on	CPU


– Cray	compiler	supports	XK7	nodes	&	OpenACC	

– CAPS	HMPP	compiles	C,	C++	&	Fortran	for	
heterogeneous	nodes	with	OpenACC	support		


– PGI	compiles	OpenACC	&	CUDA	Fortran


• Tools

– Allinea	DDT	debugger	scales	to	full	system	&	debugs	
hybrid	(x86/GPU)	apps


– TUD	Vampir	profiles	codes	on	hybrid	nodes

– CrayPAT	&	Cray	Apprentice	support	XK7	coding



Unified	x86/Accelerator	Development	Environment  common	look	and	feel	&	fast

Cray	Compiling	Environment

Cray	Scientific	&	Math	Libraries

Cray	Performance	Monitoring	

and	Analysis	Tools

Accelerators

X86-64
Cray	Message	Passing	Toolkit

Cray	Debug	Support	Tools

CUDA	SDK

Slide	Courtesy	of	Cray	Inc



ORNL’s	Titan:	17.59PF	HPL	Run #1

Nov.	2012

Peak:	21.4	PF



HPL	Performance
• HPL	took	<	55	minutes:	I/O	bound	for	1st	time


– Processors	fast:	hard	to	fully	overlap	communications	
with	computation	to	keep	all	GPUs	running.


• Used	only	NVIDIA	K20x	GPUs	&	its	6GB	memory

– Later	extend	hybrid	code	to	use	CPU	&	CPU’s	32GB	
memory	for	better	results


• Titan	10x	faster	than	Jaguar	(when	#1,	Nov.	2009)	&	
used	only	19.4%	more	power
Top500	List System Performance	(PFLOPS) Power	(MW)
Nov.	2009 Jaguar 1.759 7.0
Nov.	2012 Titan 17.59 8.3



Early	Science	Applications	on	Titan

Material Science 

(WL-LSMS)

Role of material disorder, 
statistics & fluctuations 

in nanoscale materials 

& systems.

Combustion (S3D) 
Combustion simulations to 
enable next generation 
diesel/bio-fuels to burn more 
efficiently.

Climate Change (CAM-SE)

Realistic climate change adaptation & 
mitigation scenarios: precipitation & 
tropical storm patterns/statistics.

Nuclear Energy (Denovo)

Calculate Radiation transport 
for nuclear energy & technology 
apps.

Biofuels (LAMMPS)

Multiple function 
molecular dynamics

Astrophysics (NRDF)

Radiation transport  for 
astrophysics, laser fusion, 
combustion, atmospheric 
dynamics & medical imaging.



GPUs	Effective	on	Scalable	Applications? 
OLCF-3	Early	Science	Codes:	Very	Early	Titan	performance	measurements

	 XK7	(w/	K20x)		vs.	
XE6	

Cray	XK7:	K20x	GPU	plus	AMD	6274	CPU

Cray	XE6:	Dual	AMD	6274	and	no	GPU

Application Performance	

Ratio Comments

S3D 1.8 • Turbulent	combustion	

• 6%	of	Jaguar	workload

Denovo	
sweep 3.8

• Sweep	kernel	of	3D	neutron	transport	for	
nuclear	reactors


• 2%	of	Jaguar	workload

LAMMPS 7.4*

(mixed	precision)

• High-performance	molecular	dynamics

• 1%	of	Jaguar	workload

WL-LSMS 3.8
• Statistical	mechanics	of	magnetic	materials

• 2%	of	Jaguar	workload

• 2009	Gordon	Bell	Winner

CAM-SE 1.8*

(estimate)

• Community	atmosphere	model

• 1%	of	Jaguar	workload
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FPGA Logic slice

FPGA	custom	chip also advancing!

• Logic array: user-tailored to application

• 2M logic cells. 4K slices, 2.8 Tb/s bandwidth

• On-chip RAM, multipliers & CPUs

• 100–1000 operations/clock cycle

Xilinx Virtex7 FPGA:
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2M Cells
• Performance: optimal silicon use      

(most parallel ops/cycle)

• Rapid growth: Cells, Speed, I/O 

• Power: < CPUs & GPUs

• Flexible: tailor to application

• Advances: Telecom spinoff
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Access: GPUs in PCs, free Cuda

Coding: esoteric, $$ (VHDL…)

Compile times long

2013

FPGA	Pros	&	Cons
Pros 



Applications

• Genomics
• Matrix Equation Solution
• Molecular Dynamics, Weather/Climate



100x Genomics Speedup/FPGA 

for up to 150 FPGAs
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FPGA
Jobs

FPGFPG

DNA Sequencing* Time on 150 FPGAs
*Human-Mouse	DNA	Compare	(FASTA)

Ssearch Time for 150 FPGAs (days)

“Non-dedicated” FPGAs
Dedicated 
FPGAs
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1 Opteron ==> 20 years (240 mos)

1 FPGA ==> 5 months

150 Opterons ==> 6 weeks

150 FPGAs ==> 1 day ==> 49X speedup (VirtexII)

                   ==> 7,350X faster than 1 Opteron (VirtexIIs) 

               ==> 14,700X faster than 1 Opteron (Virtex4s)  

*Compared to one 2.2 GHz Opteron

Speedup on 150 FPGAs*



Future	HPC:	Application	challenges	
• Huge increase in // nodes 

           - 10 to 100× by 2015

            - 100 to 1000× by 2018

• Node increase => lower MTTI

• More memory levels


- Algorithms	must	
prioritize	data	movement	
over	cycles


- // Apps to optimize data flow 


- Programming models & tools are 
immature: in a state of flux

Exascale	Initiative	Steering	Committee



Future	HPC	application	challenges	Desktop

2010:Intel	exp	48-
core	chip	shipped

NVIDIA	512-”core”	

Fermi	GPU

NVIDIA	Tegra	3

mobile	devices	in	next	HPC	
system	at	Barcelona	
Supercomputing	Center



Architectural	Trends	–	No	more	free	lunch

• Moore’s	Law	continues

• CPU	clock	speed	increase	

ends	in	2003	<=	power	limit	
(cooling	&	$).


• Performance	via	//ism

Herb	Sutter:		Dr.	Dobb’s	Journal:		

http://www.gotw.ca/publications/concurrency-ddj.htm

http://www.gotw.ca/publications/concurrency-ddj.htm






Summary  
	

•  Huge HPC advances: Vector => MP => Multi-core

	 - Past: Vector => Multi-processors (MP) 1Mx/decade

   - Present: MP => Multi-core + emerging accelerators

   - Future: Accelerators: GPUs & FPGAs (special Apps)

•  Major Exascale Challenges & great promise

   - Programming Parallel Nodes O(109)

   - Hybrid: most Apps perform worse than HPL?

   - Power: 2 GF/w (today) => 50 GF/w (stretch)

   - Fault Tolerance: BG/Q has 1.25 MTTI

   - Success Likely: Strong support, innovative teams 
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Contact

Trevligt att vara här! 

Tack allesammans!

Google														Olaf	Storaasli

Email: Olaf@cox.net 

            Olaf@synective.se


